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Abstract

研究背景

提案手法

◼まとめ

• 隣接カメラとLiDARの統合により，遠隔オペレータが直感的に状況把握可
能なHMIを構築している．

• 今後は被験者実験を通じて，提案手法が操作の安全性向上と認知負荷低減
に寄与することを実証する．

本研究では，レベル4自動運転車におけるセンサ故障，特にカメラ故障時の遠隔運転支援を目的とした新しいHMIを提案する．カメラが機能しない状況下では，
オペレータが周囲状況を把握できず安全な判断が困難になる．提案手法では，正常に稼働する周辺カメラ映像をセマンティックセグメンテーションAIで解析し，
得られた意味情報をLiDAR点群に付与する．さらに，3D物体検出AIおよびカルマンフィルタにより物体を追跡・予測し，欠損領域を仮想的に再構築する．これ
により，オペレータの認知負荷を軽減し，安全な遠隔運転を支援する．

◼自動運転技術の概要

自動運転は0~5の6段階に分類され，現在はレベル4の研究開発が進んでいる．
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◼自動運転レベル４の課題

運行設計領域からの逸脱により，自動停車した車両を遠隔運転で移動させる
際，カメラ故障による視界の欠損は安全な状況把握の大きな障壁となる．

◼自動運転車両に搭載されるセンサ

自動運転システムは多様なセンサ群を統合し，高度な自律走行を行う．

◼ HMIの処理方法

本研究では，隣接カメラとLiDARを相補的に統合し，欠損した視覚情報を仮
想的に再構築する手法を提案する．図5にその構築概念を，図6に詳細なシス
テム構成と技術フローを示す．
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② LiDAR点群への意味情報付加

処理内容：
①で得られたカメラの意味情報を，空間的に対応す
る箇所のLiDARデータへ付加する．

目的：
点群に意味（属性）を付与することで，次ステップ
で行う物体検知の精度を向上させるため．

③ 3D物体検知

処理内容：
意味情報が付与されたLiDAR点群から，3D物体検
知を行う．

目的：
次ステップのカルマンフィルタによる追跡を容易
にするため．

④ HMIの描画

処理内容：
検出した物体の3Dバウンディングボックスをカル
マンフィルタで追跡し，HMIとして描画する．

目的：
遠隔オペレータが直感的に状況把握できる情報を
提示するため．

①隣接カメラのSem.Seg.

処理内容：
故障箇所に隣接するカメラ（左右）の映像をセマン
ティックセグメンテーションする．

目的：
周囲に「何が写っているか（車両・歩行者等）」の
意味情報を特定し，LiDARデータへ統合するため．

◼ 故障カメラの代替センサ

LiDARはカメラと同様に情報を取得可能だが，生データの視認性は低く，緊
急時の迅速・的確な状況判断には不向きである．

◼実験

シミュレータを用いた被験者実験により，以下の指標に基づき提案HMIの有
効性を検証する．

性能評価：タスク完了時間，接触回数，走行軌跡の安定性
主観評価：状況認識（SA），認知負荷（NASA-TLX），適応性（SUS）

遠隔運転支援HMIが必要

図７ 実験プロセス

図６ システム構成と処理の流れ

図１ 自動運転技術のレベル分類[1]
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走査線数 128 チャンネル

垂直解像度 最小 0.125°

サンプリング 3,456,000 pts/sec

検知距離 200m (@10% 反射率)
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図２ 自動運転車両に搭載される主要センサ[2]

図３ 起こり得るトラブル例

図５ 提案HMIの構築

図４ カメラ映像（左）とLiDAR点群データ（右）の視認性比較
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